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ABSTRACT

This study proposes a multi-choice goal programming for the single machine scheduling problem of minimizing the weighted number of tardy jobs, the total weighted completion time and makespan with sequence-dependent setup times. In this problem, there are \( n \) candidate jobs for processing in a single machine, each job has a weight, a due date, a processing time, and also sequence-dependent setup times exist between two consecutive jobs. In the first stage of the proposed methodology, the job weights of each job are determined by using the Analytic Hierarchy Process (AHP) method. In the second stage, a 0-1 mixed integer non-linear programming model is built by considering three objective functions and the ideal point is obtained by minimizing the objectives individually. Then, the multi-choice goal programming is used to allow the decision makers to set multi-choice aspiration levels for each goal.
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1. Introduction

In the field of scheduling problems sequence-dependent setup times and job weights are very important elements, and non-execution of proper scheduling and sequencing of jobs will cause a significant increase in both makespan and the number of tardy jobs (Bahalke et al., 2010). In classical scheduling problems, it is reasonable and necessary to consider scheduling problems with setup times and job weights. Setup includes work to prepare the machine, process, or bench for product parts or the cycle. This includes obtaining tools, positioning work-in-process material, return tooling, cleanup, setting the required jigs and fixtures, adjusting tools, and inspecting material. Scheduling problems involving setup times can be divided into two classes; the first class is sequence-independent and the second is sequence-dependent setup times. Setup is sequence-dependent if its duration depends on both the current and the immediately preceding job, and is sequence-independent if its duration depends only on the current job to be processed (Allahverdi et al., 1999).

Sequence-dependent setup times are usually found in situations where the facility has a multipurpose machine. Some examples of sequence-dependent setups include (i) chemical compounds manufacturing, where the extent of the cleansing depends on both the chemical most recently processed and the chemical about to be processed, and (ii) the printing industry, where the cleaning and setting of the presses for processing the next job depends on its difference from the colour of ink, size of paper and types used in the previous job. The case of sequence-dependent setups can be found in numerous other industrial systems, which include the stamping operation in plastic manufacturing, die changing a metal processing shop, and roll slitting in the paper industry (Eren & Güner, 2006).

al. (2002) presented a tabu search algorithm in order to minimize the maximum lateness of the jobs. Chang et al. (2004) attempted to solve a single machine scheduling problem in which the objective function was to minimize the total weighted tardiness. Lee and Asllani (2004) developed an integer programming model and a genetic algorithm for a bi-criteria problem (objective of minimizing makespan and number of tardy jobs) with sequence-dependent setup times. Rabadi et al. (2004) developed a branch-and-bound algorithm to minimize the total amount of earliness and tardiness. Eren and Güner (2006) proposed an integer programming model for minimization of the weighted sum of total completion time and total tardiness. Gupta and Smith (2006) proposed two algorithms, a problem space-based local search heuristic and a Greedy Randomized Adaptive Search Procedure to minimize total tardiness with sequence dependent setup times. Kiriş and Saraç (2009) presented fuzzy goal programming for scheduling the problem of single machine with sequence dependent setup times. Bahalke et al. (2010) developed genetic and tabu search algorithms for minimizing makespan with sequence-dependent setup times on a single machine case. Sioud et al. (2012) presented a hybrid approach based on the integration between a genetic algorithm and concepts from constraint programming, multi-objective evolutionary algorithms and ant colony optimization for minimizing the total tardiness. There are also studies related to parallel machine scheduling with sequence-dependent setup times. Chen (2012) examined the unrelated parallel machine scheduling problem with unequal ready times and sequence-dependent setup times to minimize the weighted number of tardy jobs. Chen (2013) also dealt with the unrelated parallel machine scheduling to minimize total weighted completion time with sequence-dependent setup times.

In this study, we are seeking to minimize the weighted number of tardy jobs, the total weighted completion time and makespan on a single machine under the existence of sequence-dependent setup times. To the best of our knowledge research into this problem using AHP and multi-choice goal programming has not been done. Although many researchers focus on the tangible criteria, intangible criteria cannot be neglected in real life problems, and the AHP considers both tangible and intangible criteria. A few studies looking at scheduling problems using the AHP method do exist. Wu et al. (2007) used the AHP method to select the best solution for the multi-objective flexible job shop scheduling problem. Witkowski et al. (2009) presented an evaluation of a job shop scheduling problem under multiple objectives by using the AHP method for comparing schedules in accordance with multiple objectives. Di and Ze (2011) proposed a hybrid genetic-tabu search algorithm to solve the flexible job-shop scheduling problem and adopted an AHP application to translate a multi-objective problem into single objective one. Fang et al. (2011) combined AHP with grey relational analysis to help make the decision about pre-processing equipment under multi-objective conditions for a multi-objective job shop scheduling problem. Lin et al. (2012) used the AHP method to make the parent selection in a genetic algorithm to solve a hybrid flow shop scheduling problem. Goal programming is an analytical approach devised to address decision making problems where targets have been assigned to all the attributes and where the decision maker is interested in minimizing the non-achievement of the corresponding goals (Romero, 2004). Chang (2007) has recently proposed a novel approach namely multi-choice goal programming, which allows decision makers to set multi-choice aspiration levels for each goal (i.e., one goal mapping multiple aspiration levels) to avoid underestimation of decision making. According to multi-choice goal programming, decision makers must not only consider the single aspiration level in the local region, but
also develop multiple aspiration levels under given constraints to obtain the global optimal solution in the global region. Chang (2008) proposed an alternative method to formulate multi-choice goal programming in which the new approach didn’t involve multiplicative terms of binary variables for solving such problems. An efficient multi-choice goal programming formulation based on the conic scalarizing function is proposed by Ustun (2012) with three contributions: (1) the alternative formulation allows the decision maker to set multi-choice aspiration levels for each goal to obtain an efficient solution in the global region, (2) the proposed formulation reduces auxiliary constraints and additional variables, and (3) the proposed model guarantees to obtain a properly efficient (in the sense of Benson) point. The rapid development of multi-choice goal programming has led to an enormous diversity in models and applications. In practice, the multi-choice goal programming has been applied to the real-world multi-criteria decision making problems, such as supplier selection (Liao and Kao, 2010; Paksoy and Chang, 2010), an evaluation of framework for product planning (Lee et al., 2010), the plotting a quality management system (Ben Mahmoud et al., 2010), the aggregate production planning (Da Silva et al., 2013a, 2013b). According to the standard classification of scheduling problems for three-field notation provided by Pinedo (1995), this problem is denoted by $1|s_{ij}|\sum w_j U(n), \sum w_j C(n), C_{max}$.

This paper presents a methodology to solve single machine scheduling problems with sequence-dependent setup times in Section 2. In the proposed methodology, multi-objective a programming model is combined with the AHP method to determine the job weights. Additionally, Section 2 deals with an example which integrates the proposed 0-1 mixed integer non-linear programming model formulations and then multi-choice goal programming formulation to find the satisfactory job sequence. Conclusions are given in Section 3.

### 2. Materials and methodology

In this study, a single machine scheduling problem of minimizing the weighted number of tardy jobs, the total weighted completion time and makespan with sequence-dependent setup times was considered. Firstly, a 0-1 mixed integer non-linear programming model was provided. There were 6 jobs with 3 customers, and the problem was assumed to be without preemption and breakdown. All jobs were ready at time zero. Processing times, due dates and initial setup times are given in Table 1. Also, the sequence-dependent setup times that exist between the job pairs are given in Table 2.

<table>
<thead>
<tr>
<th>Jobs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing time ($p_j$)</td>
<td>12</td>
<td>8</td>
<td>3</td>
<td>10</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>Due date ($d_j$)</td>
<td>10</td>
<td>2</td>
<td>72</td>
<td>11</td>
<td>24</td>
<td>60</td>
</tr>
<tr>
<td>Initial Setup time</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 2
Setup time of switching from $i$ to job $j$

<table>
<thead>
<tr>
<th>Jobs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>---</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>---</td>
<td>18</td>
<td>20</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>11</td>
<td>---</td>
<td>19</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>12</td>
<td>1</td>
<td>---</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>---</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>---</td>
</tr>
</tbody>
</table>

A three-stage solution methodology was proposed to solve the multi-objective scheduling problem. The flow chart of the proposed methodology is given in Figure 1. In the first stage, the jobs were evaluated by the AHP to obtain the job weights. These weights were used as parameters for the objectives of the weighted number of tardy jobs and the total weighted completion time in the second stage. Also, the ideal point was determined to define the multi-choice goals. The multi-choice goal programming model was constructed and solved to obtain a satisfactory schedule in stage 3.

2.1 Stage 1: Job evaluation with AHP method

The AHP, developed by Saaty (1980), is a technique which considers data or information for a decision in a systematic manner. AHP is mainly concerned with solving decision problems with uncertainties in a multiple criteria characterization. It is based on three principles: (1) constructing the hierarchy, (2) priority setting, and (3) logical consistency (Fazlollahtabar et al., 2011).

Figure 1. Flow chart of proposed methodology
2.1.1 Construction of the hierarchy

A multi-criteria decision making problem is structured and decomposed into subproblems (sub-objectives, criteria, alternatives, etc.), within the hierarchy. The objective level on the top is the determination of weights of each job, and the second level is the criteria used to determine the weight of each job, including customers and suppliers. The third level is the sub-criteria of each criterion, including reliability, orders frequency / size, work period, net profit, prestige, cost, quality, inventory level and on time delivery, and the bottom level is the six alternatives dealt with in this study. The hierarchy of the proposed problem is given in Figure 2.

![Figure 2. Hierarchy of proposed problem](image)

2.1.2 Priority setting

The relative “priority” given to each element in the hierarchy was determined by pairwise comparison of the contributions of elements at a lower level in terms of the criteria (or elements) with a causal relationship (Macharis et al., 2004). The decision maker uses a pairwise comparison mechanism, shown in Table 3 of Saaty (2000) and a 1–9 scale.

Let $C = \{C_j | j = 1,2, \ldots, m\}$ be the set of criteria. The result of the pair-wise comparison on $m$ criteria can be summarized in an $m \times m$ evaluation matrix $A$ in which every element $a_{ij}$ is the quotient of weights of the criteria, as shown in (1) below:

$$A = \left( a_{ij} \right), \quad i, j = 1, \ldots, m$$  \hspace{1cm} (1)

The relative priorities are given by the right eigenvector ($\theta$) corresponding to the largest eigenvector ($\lambda_{max}$) as:

$$A\theta = \lambda_{max}\theta$$  \hspace{1cm} (2)

In case the pair-wise comparisons are completely consistent, the matrix $A$ has rank 1, and $\lambda_{max} = m$. In that case, weights can be obtained by normalizing any of the rows or columns of $A$. 
The procedure described above is repeated for all subsystems in the hierarchy. In order to synthesize the various priority vectors, these vectors are weighted with the global priority of the parent criteria and synthesized starting at the top of the hierarchy. As a result, the overall relative priorities to be given to the lowest level elements are obtained. These overall, relative priorities indicate the degree to which the alternatives contribute to the focus. These priorities represent a synthesis of the local priorities, and reflect an evaluation process that permits integration of the perspectives of the various stakeholders involved (Fazlollahtabar et al., 2011).

2.1.3 Consistency check

A measure of consistency of the given pair-wise comparison is needed. The consistency is defined by the relation between the entries of A; that is, we say A is consistent if $a_{ij}, a_{jk} = a_{ik}$, for each $i, j, k$. If the pair-wise comparisons do not include any inconsistencies, then $\lambda_{max} = m$. The more consistent the comparisons are, the closer the value of computed $\lambda_{max}$ is to $m$. A consistency index (CI), which measures the inconsistencies of pair-wise comparisons, is set to be:

$$CI = \frac{\lambda_{max} - m}{(m-1)}$$

The final consistency ratio (CR), on the basis of which one can conclude whether the evaluations are sufficiently consistent, is calculated as the ratio of the CI and the random consistency index (RI), as indicated in Equation 4 below:

$$CR = 100 \left( \frac{CI}{RI} \right)$$

where $m$ is the number of columns in A and RI is the random index given in Table 4, being the average of the CI obtained from a large number of randomly generated matrices. Note that RI depends on the order of the matrix, and a CR value of 10% or less is considered acceptable (Saaty, 1980). The value 0.1 is the accepted upper limit for CR. If the final consistency ratio exceeds this value, the evaluation procedure needs to be repeated to improve consistency. The measurement of consistency can be used to evaluate the consistency of decision makers as well as the consistency of all the hierarchies.
Table 3
Scale of relative importance

<table>
<thead>
<tr>
<th>Intensity scale of importance</th>
<th>Definition</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal importance</td>
<td>Two activities contribute equally to the objective</td>
</tr>
<tr>
<td>2</td>
<td>Weak</td>
<td>Experience and judgment slightly favor one activity over another</td>
</tr>
<tr>
<td>3</td>
<td>Moderate importance</td>
<td>Experience and judgment strongly favor one activity over another</td>
</tr>
<tr>
<td>4</td>
<td>Strong plus</td>
<td>An activity is favored very strongly over another; its dominance demonstrated in practice</td>
</tr>
<tr>
<td>5</td>
<td>Very strong or demonstrated Importance</td>
<td>The evidence favoring one activity over another is of the highest possible order of affirmation</td>
</tr>
<tr>
<td>6</td>
<td>Very, very strong</td>
<td>A reasonable assumption</td>
</tr>
<tr>
<td>7</td>
<td>Extreme importance</td>
<td>If consistency were to be forced by obtaining ( n ) numerical values to span the matrix</td>
</tr>
</tbody>
</table>

Reciprocals of above

If activity \( i \) has one of the above nonzero numbers assigned to it when compared with activity \( j \), then \( j \) has the reciprocals value when compared with \( i \).

Rationals

Ratios arising from the scale

Table 4
The random consistency index

<table>
<thead>
<tr>
<th>( r )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>( RI )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.58</td>
<td>0.90</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
<td>1.49</td>
<td>1.51</td>
<td>1.48</td>
<td>1.56</td>
<td>1.57</td>
<td>1.59</td>
</tr>
</tbody>
</table>

Three experts from the purchasing, production and marketing departments made the pairwise comparison for each criteria and sub-criteria. For example, the pair-wise comparisons matrices for main criteria (\( C_1 \) and \( C_2 \)), the customers’ sub-criteria (\( C_{11}, C_{12}, C_{13}, C_{14}, C_{15} \)) and jobs for customer reliability sub-criterion are given in Table 5.

The final weights of the jobs are obtained by using AHP as \( w = (0.2182, 0.2163, 0.2200, 0.1450, 0.1022, 0.0984) \).
Table 5
Pair-wise comparison matrix and weights from AHP for the evaluation hierarchy criteria and alternative level

<table>
<thead>
<tr>
<th>Level or sub-level of evaluation hierarchy</th>
<th>Pair-wise comparison matrix</th>
<th>Local weight</th>
<th>Overall weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria level</td>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>C1</td>
<td>1.00</td>
<td>3.00</td>
<td>0.7500</td>
</tr>
<tr>
<td>C2</td>
<td>0.33</td>
<td>1.00</td>
<td>0.2500</td>
</tr>
</tbody>
</table>

When the dimension of pair-wise comparison matrix equals to 2, the CR needs not to be calculated.

<table>
<thead>
<tr>
<th>Level or sub-level of evaluation hierarchy</th>
<th>Pair-wise comparison matrix</th>
<th>Local weight</th>
<th>Overall weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-levels of customers criterion</td>
<td></td>
<td>C11</td>
<td>C12</td>
</tr>
<tr>
<td>C11</td>
<td>1.00</td>
<td>3.00</td>
<td>2.00</td>
</tr>
<tr>
<td>C12</td>
<td>0.33</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>C13</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>C14</td>
<td>1.00</td>
<td>3.00</td>
<td>2.00</td>
</tr>
<tr>
<td>C15</td>
<td>2.00</td>
<td>3.00</td>
<td>3.00</td>
</tr>
</tbody>
</table>

\[ \lambda_{\text{max}} = 5.1802; CI = 0.0455; RI = 1.16; CR = 0.0402 \]

<table>
<thead>
<tr>
<th>Level or sub-level of evaluation hierarchy</th>
<th>Pair-wise comparison matrix</th>
<th>Local weight</th>
<th>Overall weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jobs for reliability criterion</td>
<td></td>
<td>J1</td>
<td>J2</td>
</tr>
<tr>
<td>J1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>J2</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>J3</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>J4</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>J5</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>J6</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

\[ \lambda_{\text{max}} = 6.0179; CI = 0.0036; RI = 1.24; CR = 0.0029 \]

2.2 Stage 2: Model Building: 0-1 Mixed Integer Non-Linear Programming

In this stage, a single machine scheduling problem of minimizing the weighted number of tardy jobs, the total weighted completion time and makespan with sequence-dependent setup times was analyzed. The problem was assumed to be without preemption and breakdown, and all jobs were ready at time zero. The problem was defined as a 0-1 mixed integer non-linear programming model with three objectives. The indices, the parameters and the variables used in 0-1 mixed integer non-linear programming model and multi-choice goal programming model are given in Tables 6, 7 and 8, respectively. Parameters of the jobs and setup times are given in Tables 1 and 2.

Table 6
The indices

<table>
<thead>
<tr>
<th>Index</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>I / J</td>
<td>Job index used as a unique identifier for each job. ( I / J = {1, \ldots, 6} )</td>
</tr>
<tr>
<td>( K )</td>
<td>Job index used to identify the position of a job in a given sequence. ( K = {1, \ldots, 6} )</td>
</tr>
</tbody>
</table>
Using the above notations, a 0-1 mixed integer non-linear programming model formulation can be given as below:

Min \( Z_1 = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} U(k) \) \quad (6)

Min \( Z_2 = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} C(k) \) \quad (7)

Min \( Z_3 = C(n) \) \quad (8)

Subject to

\( \sum_{k=1}^{n} x_{jk} = 1, \quad k = 1, \ldots, 6 \) \quad (9)

\( \sum_{j=1}^{n} x_{jk} = 1, \quad j = 1, \ldots, 6 \) \quad (10)

\( \sum_{i=1}^{n} \sum_{j=1}^{n} x_{ijk} = 1, \quad i \neq j \quad k = 2, \ldots, 6 \) \quad (11)

\( x_{jk} + x_{j,k-1} - 1 \leq x_{ijk}, \quad i = 1, \ldots, 6; \quad j = 1, \ldots, 6; \quad k = 2, \ldots, 6; \quad \text{and} \ i \neq j \) \quad (12)

\( S(1) = \sum_{j=1}^{n} S_{0j} x_{j1} \) \quad (13)

\( S(k) = \sum_{j=1}^{n} \sum_{i=1}^{n} S_{ij} x_{ijk}, \quad i \neq j \quad k = 2, \ldots, 6 \) \quad (14)

\( P(k) = \sum_{j=1}^{n} x_{jk} p_j, \quad k = 1, \ldots, 6 \) \quad (15)

\( C(1) = S(1) + P(1) \) \quad (16)

\( C(k) = C(k - 1) + S(k) + P(k), \quad k = 2, \ldots, 6 \) \quad (17)

\( d(k) = \sum_{j=1}^{n} x_{jk} d_j, \quad k = 1, \ldots, 6 \) \quad (18)

\( -C(k) + d(k) \leq M (1 - U(k)), \quad k = 1, \ldots, 6 \) \quad (19)

\( C(k) - d(k) \leq M U(k), \quad k = 1, \ldots, 6 \) \quad (20)

\( U(k), x_{jk}, x_{ijk} : 0-1 \text{ integer}, \quad i = 1, \ldots, 6; \quad j = 1, \ldots, 6; \quad \text{and} \ k = 1, \ldots, 6 \) \quad (21)

\( C(k), S(k), P(k), d(k) \geq 0, \quad k = 1, \ldots, 6 \) \quad (22)
The objective function sets, Equations 6-8, are constructed to minimize the weighted number of tardy jobs, and the total weighted completion time and makespan, respectively. Equations 9 and 10 guarantee that only one job is assigned to each sequence position and only one sequence location, respectively. Equations 11 and 12 guarantee that only one job, job $j$, is assigned to follow job $i$. Equation 13 determines the setup time of the first sequence position, while Equation 14 determines the setup time of the $k$th $(k > 1)$ sequence position. Equation 15 determines the processing time, and Equation 16 determines the completion time of the first sequence position. Equation 17 determines the completion time of the $k$th $(k > 1)$ sequence position, and Equation 18 identifies the due date of the job in the $k$th sequence position. Equations 19 and 20 identify the tardy positions of the job sequence, and finally Equations 21 and 22 represent the integrality and non-negativity constraints.

2.3 Stage 3: Job scheduling with multi-choice goal programming

Multi-choice goal programming can be described in the following cases.

The first case: “the less the better” is formulated as:

$$\text{Min } \sum_{i=1}^{3}[(\beta + \alpha_{i})d_{i}^{+} + (\beta - \alpha_{i})d_{i}^{-}],$$
subject to

$$f_{i}(x) - d_{i}^{+} + d_{i}^{-} = y_{i}, \text{ } i = 1, 2, 3,$$
$$a_{i,\text{min}} \leq y_{i} \leq a_{i,\text{max}}, \text{ } i = 1, 2, 3,$$
$$d_{i}^{+}, d_{i}^{-} \geq 0, \text{ } i = 1, 2, 3,$$
$$x \in X (X \text{ is a feasible set}),$$

where the $i$th aspiration level $y_{i}$ is the continuous variable restricted between the upper ($a_{i,\text{max}}$) bound and lower ($a_{i,\text{min}}$) bound ($a_{i,\text{min}} \leq y_{i} \leq a_{i,\text{max}}$); and $d_{i}^{+}$ and $d_{i}^{-}$ are positive and negative deviations attached to the $i$th goal $[f_{i}(x) - y_{i}]$ in Equation 23; where $d_{i}^{+} = \text{max}(0, f_{i}(x) - a_{i})$ and $d_{i}^{-} = \text{max}(0, a_{i} - f_{i}(x))$ are, respectively, over and under achievements of $i$th goal; where $(\beta + \alpha_{i})$ is the positive weight attached to positive deviation $d_{i}^{+}$ and $(\beta - \alpha_{i})$ is the negative weight attached to negative deviation $d_{i}^{-}$ for $i$th goal. The weight $(\beta + \alpha_{i})$ is strictly positive and other weight $(\beta + \alpha_{i})$ is strictly negative because of $W = \{(\beta, \alpha) \in R \times R^{3}_{+} : 0 \leq \beta < \min\{a_{1}, a_{2}, a_{3}\}\}$. If over-achievement is considered more desirable than under-achievement then $\beta$ should be selected close to $a_{i}$ as soon as possible by considering $(\beta, \alpha) \in W$.

In the second case: “the more the better”, objective functions which are maximized in the model can be easily transformed to “the less the better” form by multiplying -1 (Ustun, 2012).

The weights of objectives of minimizing the weighted number of tardy jobs, the total weighted completion time and makespan are used as 0.4, 0.3 and 0.3, respectively. Then each objective function is minimized by individually using Lingo 11.0 Solver, and the ideal solution and the nadir solution are obtained as $I = (0.5795, 38.0588, 72)$ and $N = (0.6817, 55.9759, 95)$, respectively. The decision makers determine the multi-choice goals as follows:

$$Z_{1} = \sum_{j=1}^{n} \sum_{k=1}^{n} w_{j}x_{jk} U(k) \geq 0.5795 \text{ and } \leq 0.6000,$$
\[ Z_2 = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} C(k) \geq 38.0588 \text{ and } \leq 45, \]
\[ Z_3 = C(n) \geq 72 \text{ and } \leq 90, \]

**Subject to Equations 9-22.**

The objective function values and multi-choice goals are normalized by dividing \((Ni-I_i)\) values for \(i = 1, 2, 3\). For example, the first objective function \(Z_1\) is transformed to \(Z_i/(N_i-I_i) = \sum_{k=1}^{n} w_j U(k)/0.102\). The multi-choice goals are as follows:

\[ f_1(x) = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} U(k)/0.102 \geq 5.670 \text{ and } \leq 5.871, \]
\[ f_2(x) = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} C(k)/17.917 \geq 2.124 \text{ and } \leq 2.512, \]
\[ f_3(x) = C(k)/23 \geq 3.130 \text{ and } \leq 3.913, \]

**Subject to Equations 9-22.**

Therefore, the multi-choice goal programming is obtained by using the objective functions weights and multiple choice goals.

\[ \min \sum_{i=1}^{3} [\beta + \alpha_i d_i^+ + (\beta - \alpha_i) d_i^-]. \]

**Subject to**

\[ f_i(x) - d_i^+ + d_i^- = y_i, \ i = 1, 2, 3, \]
\[ a_{i,\min} \leq y_i \leq a_{i,\max}, \ i = 1, 2, 3, \]
\[ d_i^+, d_i^- \geq 0, \ i = 1, 2, 3, \]

Eqs. (9)-(22).

The value of parameter \(\beta\) is taken as 0.29 because this value should be less than the objective function weights and it should be a positive real number.

\[ \min 0.69 d_1^+ - 0.11 d_1^- + 0.59 d_2^+ - 0.01 d_2^- + 0.59 d_3^+ - 0.01 d_3^- \]
\[ \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} U(k)/0.102 - d_1^+ + d_1^- = y_1, \]
\[ 5.670 \leq y_1 \leq 5.871, \]
\[ \sum_{j=1}^{n} \sum_{k=1}^{n} w_j x_{jk} C(k)/17.917 - d_2^+ + d_2^- = y_2, \]
\[ 2.124 \leq y_2 \leq 2.512, \]
\[ C(k)/23 - d_3^+ + d_3^- = y_3, \]
\[ 3.130 \leq y_3 \leq 3.913, \]
\[ d_i^+, d_i^- \geq 0, \ i = 1, 2, 3, \]
\[ y_1, y_2, y_3: \text{unrestricted variables} \]

Eqs. (9)-(22).

The multi-choice goal programming model is solved by Lingo 11.0 Solver (Schrage, 2008) on an Intel (R) Core™ i7-2760QM CPU 2.40 GHz-based computer in a few seconds of computation time for the study. The values of negative and positive deviations are calculated as \(d_1^+ = d_2^- = d_3^- = 0; \ d_1^- = 0.1896; \ d_2^+ = 0.1346 \text{ and } d_3^+ = 0.0001\), respectively. The efficient objective function values are determined as 0.5795, 47.4196 and 90, respectively. The efficient sequence is obtained as 3-5-2-6-4-1. It means that the efficient point \((0.5795, 47.4196, 90)\) obtained by using multi-choice goal programming falls into the multiple target values for the first and third multi-choice goals because \(Z_1 = 0.5795 \in [0.5796, 0.6]\) and \(Z_i = 90 \in [72, 90]\). These values are satisfactory for the decision makers. On the other hand, the second multi-choice goal isn’t satisfied by the obtained efficient point, because \(Z_2 = 47.4196 \notin [38.0588, 45]\). The pessimistic selection of the multiple target values could be the cause of this result. If the decision makers
aren't satisfied with the obtained efficient point, they can change the multiple target intervals and/or the weights of the multi-choice goals. This allows the decision makers a flexible and attractive search over the Pareto surface.

Sensitivity analysis allows the effects of each change on the relative weights of the objective functions to be analyzed. A sensitivity analysis is performed for the different levels of the job weights for each job. As given in Table 9, the job weights belonging to the first row are obtained by the AHP method and the values of objective functions can be calculated as 0.5795, 47.4196 and 90, respectively. If the job weights have equal priority as the second row, the values of objective functions can be calculated as 0.5795, 47.4196 and 90, respectively. The different job weights are used to analyze the changes of the objective function values as shown in Table 9. It can be seen from Table 9 that the results are sensitive to the decision makers’ preferences.

Table 9
The values of three objective functions according to the different job weights for each job

<table>
<thead>
<tr>
<th>No</th>
<th>Job weights</th>
<th>Objective functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w₁</td>
<td>w₂</td>
</tr>
<tr>
<td>1</td>
<td>0.2182</td>
<td>0.2163</td>
</tr>
<tr>
<td>2</td>
<td>0.1667</td>
<td>0.1667</td>
</tr>
<tr>
<td>3</td>
<td>0.2107</td>
<td>0.0612</td>
</tr>
<tr>
<td>4</td>
<td>0.1612</td>
<td>0.1964</td>
</tr>
<tr>
<td>5</td>
<td>0.1114</td>
<td>0.2056</td>
</tr>
<tr>
<td>6</td>
<td>0.2331</td>
<td>0.0423</td>
</tr>
<tr>
<td>7</td>
<td>0.1075</td>
<td>0.1609</td>
</tr>
<tr>
<td>8</td>
<td>0.1971</td>
<td>0.2611</td>
</tr>
<tr>
<td>9</td>
<td>0.1251</td>
<td>0.2567</td>
</tr>
<tr>
<td>10</td>
<td>0.0512</td>
<td>0.2742</td>
</tr>
</tbody>
</table>

The efficient points are obtained by using the multi-choice goal programming according to the different levels of the weights of each objective function. Trade-offs among the objective function values based on the various weight combinations are given in Figure 3. If the weight of the weighted number of tardy jobs is greater than 0.30 and the other weights of the objectives are less than 0.60, then the first objective can achieve the ideal level as seen in Figure 3.
3. Conclusion

In this paper, a methodology that consists of AHP, a 0-1 mixed integer non-linear programming model and multi-choice goal programming was proposed to schedule the jobs for a single machine with sequence-dependent setup times. The AHP allows a flexible multi-criteria decision making process by considering tangible and intangible criteria in a production scheduling environment. The scheduling constraints and the multiple objective functions for a single machine scheduling problem with sequence-dependent setup times were considered by using multi-objective programming. The multi-choice goal programming allows the decision maker to set multi-choice aspiration levels for each goal to obtain an efficient solution in the global region. Additionally, the multi-choice goal programming also guarantees an efficient solution for obtaining the assignment of candidates and reduces auxiliary constraints and additional variables.

The proposed approach was implemented with a small-size problem consisting of six jobs. A satisfactory solution was obtained by using the proposed approach. The sensitivity analysis was performed according to the job weights and the objective weights. The proposed methodology supports decision makers in the effective management of the job scheduling process. The proposed methodology can be applied to other fields such as personnel selection, logistics, machine selection, project management, portfolio management, etc. Job scheduling problems will become more complex in the near future because of the dynamic environment, and meta-heuristic methods can be required for large size problems.
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